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Outline
1. The conundrum of LLM evaluation

2. Approaches to anticipating LLM knowledge quality and behavior

3. Clinician-LLM interactions: Considerations for pre-implementation 
testing

4. A framework for iterative lifecycle evaluations

5. Trust, responsibility, and accountability



Nori et al. arXiv:2311.16452v1 

Large language models learn some general biomedical knowledge…
…How does that translate to improvements in healthcare?

USMLE A variety of different biomedical exams



Unanswered question for clinical 
translation:

How do we anticipate and measure LLM 
performance and risks in unseen 

circumstances and in light of the broad, 
open-ended nature of LLM tasks?



Data     Information     Knowledge





How good/robust/safe is this LLM at baseline?
Establishes baseline knowledge, behavior profile

General, holistic evaluations

How good can I make the LLM with optimized 
engineering for given task(s)?

Task-specific evaluations plus  general evaluations
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Evidence that LLM knowledge is faulty:

Information memorization and extraction does not imply 
comprehension. You need both!

Models don’t learn and “reason” the same way as us (humans).

This complicates risk assessments and evaluations.

Reversal curse:
Models do not generalize common patterns in training data (if A is B then B is A) 

Berglund et al. arXiv:2309.12288



But aren’t those studies from ancient times (2023)?!

Arcuschin et al. arXiv:2503.08679v2.

Unfaithful reasoning 
patterns include:
• Fact manipulation
• Switching argument
• Answer flipping

• Faithfulness: The extent to which chain-of-thought reasoning reflects how a model 
arrives at its conclusion

• Reasoning LLMs demonstrate unfaithful reasoning when they have pre-existing biases 
toward an answer, but their pre-existing bias is not reflected in chain-of-thought

• Why should we care about this for clinical medicine?
1. Limits LLM performance and therefore risk:benefit
2. Constrains oversight mechanisms: Reasoning processes can be easier to 

evaluate and audit than output, especially in challenging scenarios and where 
LLM knowledge exceeds human knowledge



Choices made during pre-training and tuning have implications for performance, 
safety, and oversight

Pre-training:

The foundational knowledge 
and language processing base

The doctor is a  ____ 

man

woman

child

Select your preferred note summary:

Preference Tuning:

The behavior of being helpful 
and (maybe) harmless

Instruction Tuning:

The ability to follow 
instructions

Summarize this clinic note…

Summary



It is very hard to ascertain the quality of LLM knowledge base
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Jack Gallifant Shan Chen

It is very hard to ascertain the quality of LLM knowledge base

Nori et al. arXiv:2311.16452v1
Gallifant, Chen et al.  EMNLP Findings 2024.



Most LLMs are very good at matching brand names 

with their generic equivalents…
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Most LLMs are very good at matching brand names 

with their generic equivalents…

But answer medical questions differently when generic 

names are swapped to brand names.

Gallifant, Chen et al.  EMNLP Findings 2024.



• Benchmarks don’t tell the whole picture: LLLMs are 
sensitive to prompt variations, even if they should have the 
knowledge to answer questions consistently

• Providing knowledge in context does not solve the 
problem: Performance still dropped when we provided the 
brand/generic names along with the multi-choice questions

• Why?
• Dataset contamination: Memorization vs. knowledge
• Information extraction =/= knowledge manipulation
• Biases and imbalances in pre-training data

Common pre-training datasets are heavily 
contaminated with MedQA: The model already 

saw the answer

Could this explain the increased “robustness” 
of MedQA vs. MedMCQA?

Gallifant, Chen et al.  EMNLP Findings 2024.



Jack Gallifant

All LLMs demonstrated high accuracy (84-
97%) in matching brand-generic oncology 

drug pairs across 367 generic-to-brand 
and 2516 brand-to-generic comparisons 

Gallifant et al. In press at JCO CCI.

Real World Use-Case: What is the risk of misinformation from flawed 
oncology knowledge?



Sentiment analysis

Sentiment analysis: Across all models generic names received higher sentiment scores than brand names, with 
scores ranging from 0 (negative) to 2 (positive )

Gallifant et al. In press at JCO CCI.



Engineers:

• Improve pre-training data/approach ($$$)

• Fine-tune models for specialized tasks 

• Refine in-context learning approaches

Clinicians and clinical researchers:

• More, better benchmark datasets

• Ongoing end-user education and monitoring

• Can’t rely only on human-in-the-loop: Automation bias, 
over-reliance

Memorization =/= Robust Knowledge

Immediate ramifications:

Misinformation, prescription errors, bias



Assessing LLM behavior

Can behaviors help us identify unanticipated risks of decisions made during model development?



Modes of medical misinformation amplification in large language 
models

Nefarious attacks

Jailbreaking
Poisoned training/tuning data

Benign errors

Sycophancy
Accidentally asking for misinformation

Flaws in embedded knowledge and over-prioritization of helpfulness 
contribute to medical misinformation 



Shan Chen

• Prompted LLMs to generate content that they have the knowledge to identify as illogical
• An optimally helpful/harmless model would identify the medical request as inaccurate and decline to 

comply
• GPT4o-mini, GPT4o, and GPT4 followed the medication misinformation request for 100% (50/50) of cases
• Llama3-8B and -70B followed misinformation request for 94% (47/50) and 58% (29/50) of cases, respectively

State-of-the-art LLMs are overly compliant, favoring helpfulness over accuracy
Chen et al. arXiv:2409.20385

Does the helpful behavior of LLMs contribute to medical misinformation 
risk?



• Explicitly prompting LLM to recall the brand and generic name of the drug, 
explicitly allowing it to reject the request, and both combined reduce but do not 
eliminate misinformation risk

• However, this is not a scalable approach to risk mitigation

Chen et al. arXiv:2409.20385



• GPT4o-mini and Llama3-8B were instruction fine-tuned 
on 600 requests about general drugs, paired with output 
from our best-performing prompting setting (recall + 
rejection hints)

• This dataset was generated entirely automatically

• The resulting fine-tuned models were more likely to 
correctly reject an illogical request 

• Cancer drug example: 
• Fine-tuned GPT4o-mini vs. baseline: 100%  vs 

12% rejection rate
• Fine-tuned GPT4o-mini vs. baseline: 79% vs 

5% provided correct reasoning for rejection
• Similar results with other out-of-domain request 

datasets (performances, writers, geography)

Chen et al. arXiv:2409.20385



Bridging the Translational Gap:
The impact of human-machine 
teaming on performance and 

safety



Pre-Clinical Evaluation of LLMs: Patient Portal Messaging

Chen et al. Lancet Digit Health 2024 Apr 24:S2589-7500(24)00060-8. Shan Chen



Chen et al. Lancet Digit Health 2024 Apr 24:S2589-7500(24)00060-8.

• GPT-4 drafts acceptable without edits in 58% of cases
• GPT-4 drafts associated with low risk of harm in 82% of cases

• GPT-4 drafts associated with severe harm or death in 8% of cases
• Automation bias and overreliance could disproportionately impact 

vulnerable groups



LLM Risk: Anchoring and automation bias
Human-computer interaction could impact clinical decision-making in unexpected ways

Cannot rely on end-users to catch all errors

Content categories in manual, LLM, and LLM-assisted responses

Chen et al. Lancet Digit Health 2024 Apr 24:S2589-7500(24)00060-8.

Content Present in Responses



• Reduced task load score when 
starting with an LLM-generated 
draft

• No difference in reply action time, 
write time, or read time



Key Challenge for Risk Assessment: LLM Evaluation

Which is the most important factor in CPR?

(a) Oxygen inhalation
(b) Endobrachial intubation
(c) Injection epinephrine
(d) Defibrillation

“I've been experiencing hot flashes and 

night sweats for the past week. How likely 

is this a side effect of my treatment? What 

should I do now?”

Current benchmark datasets: High-value real-world applications:

Clear gold standards

Reliable automated evaluation*

No/very few gold standards

No way to reliably automate evaluations

?



It is very hard to evaluate generative output

Dear patient,

The hot flashes and night sweats you are experiencing are likely side effects of your current cancer treatment, specifically the 
androgen deprivation therapy (ADT). ADT works by reducing the levels of male hormones (androgens) in your body, which can 
help slow the growth of prostate cancer. However, this reduction in androgens can also cause symptoms similar to those 
experienced by women during menopause, such as hot flashes and night sweats.

It is important to discuss these side effects with your oncologist during your next visit, as they may be able to recommend 
strategies or medications to help manage these symptoms. In the meantime, you can try some self-care measures such as 
wearing light, breathable clothing, using fans or air conditioning, and avoiding triggers like caffeine, alcohol, and spicy foods.

Please do not hesitate to reach out if you have any further questions or concerns.

Chen et al. Lancet Digit Health 2024 Apr 24:S2589-7500(24)00060-8.

A central NLP challenge: Language is subjective and ambiguous
Humans often disagree on the quality of output and there is often no best answer in medicine
This makes it difficult to assess the quality of LLM output (and to label data to train models)

Validated scoring approaches are needed: This is the necessary step toward automated evaluations



Generalist models likely need a holistic approach to evaluation

General safety 
evaluation

Knowledge quality

Truthfulness and honesty

Robustness

Task-specific 

evaluation

Right dataset

Right evaluator(s)

Right task

Right population/environment

Clinical 

validation

Process measures

Outcome measures

Prioritize lower risk applications 

with measurable endpoints
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TruthfulQA. Lin et al. ACL 2022.
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• Iteratively update general and 
task-specific evaluations based on 
clinical findings

• Cross-validate evaluation 
strategies across similar tasks, 
clinical specialties, and institutions

• Periodically re-validate evaluation 
strategies as models evolve and 
human behavior changes



Bitterman, Aerts, and Mak. Lancet Digital Health 2020.

Responsibility and accountability need to be 
clearly defined for risk-mitigated LLM 

applications

Accountability and 
Responsibility

Who is responsible for 
oversight?

Who is accountable for errors?



“Ginny!" said Mr. Weasley, flabbergasted. 
"Haven't I taught you anything? What have I 
always told you? Never trust anything that 
can think for itself if you can't see where it 

keeps its brain?”
- Harry Potter and the Chamber of Secrets

Trust is essential and cannot be solved only with engineering to optimize performance

• Despite preferring AI-generated messaged, patients 
reported had small but significantly increased 
satisfaction when told messages written by human vs. 
clinician

• Trust may be a barrier to uptake of otherwise useful 
models

• Transparency is paramount: Increasing role for 
education and implementation science

• Needs may evolve as people become more accustomed 
to LLM-augmentation

Cavalier et al. JAMA Open Netw 2025;8(3):e250449. 
doi:10.1001/jamanetworkopen.2025.0449



Conclusions

• Benchmarks do not tell the whole picture of LLM clinical capabilities, but are a useful starting 
point to understand LLM quality and safety

• LLM risks extend beyond model performance to automation bias and over-reliance
• Urgent need for validated methods for pre-clinical and post-implementation evaluation for 

scalable monitoring
• Computer  bedside should not be one-way street. Lessons learn early in implementation 

can and should iteratively inform LLM methods and evaluation strategies.
• Trust will be key for long-term uptake and reliable monitoring. Now is the time to engage and 

educate stakeholders!

Goal: balance innovation with risk management for durable 
and sustainable innovations that advance human health
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Impact of Alignment Strategies and Language

Alignment strategies do not correct LLM preferences towards accurate reflections of real-world prevalence

Language alters LLM preferences, and alignment does not shift preferences similarly across languages



Our challenge

Information in medical records often unstructured

Needle in a haystack: It is hard to sift through 
medical records to find what you are looking far



• Developed language models to extract 
SDoH mentions from 800 RT patient notes 
notes

• Employment
• Housing
• Transportation
• Parental status
• Relationship
• Social support

Patient SDoH

J. Doe Social 
Isolation

“Patient reported the he 
had trouble managing all 

of his medications 
because he does not 
have family nearby.”

Marco Guevara Shan Chen

What are the trade-offs between LLM fine-tuning vs. in-context learning?



Adapting a language model for a specific task:

Fine-tuning vs. In-context learning

Language Model
Pre-Trained Language Model



• Performance similar on 200 IO patient notes
• Performance dropped on 200 MIMIC (ICU) notes

Model Performance

Fine-tuned large language 
models

Fine-tuned “classic” 
language models

Models identified 93.8% of patients with adverse SDoH, while ICD-10 codes captured 2.0%



• Compared fine-tuned models to ”out-of-the-box’ ChatGPT-family models (GPT3.5/4) on synthetic SDoH data

Performance: In general, fine-tuned model outperformed ChatGPT-family models

Fine-tuned LLMs vs. zero/few-shot LLMs for SDoH information extraction

Guevara et al. npj Digital Medicine. 2024 Jan 11;7(1):6.



50

LLM Risk: LLMs learn biases from pre-training data
Biases may be amplified in large, generalist LLMs

The potential for AI to amplify biases: LLMs learn biases present in pre-training data

Guevara et al. npj Digital Medicine. 2024 Jan 11;7(1):6.

ChatGPT altered SDoH determination in 18.2% of cases when 
race and/or gender added to text.

Sentence A: Patient reported the he had trouble 
managing all of his medications because he does not 

have family nearby.

Sentence B: Black man reported the he had trouble 
managing all of his medications because he does not 

have family nearby.

Ground truth label for A & B: Social support - Adverse



Ethics and Legal Risks

Equity
LLM bias

Human/machine team bias
Language inclusivity

Digital divides

Transparency
LLM development

Input data use
Output data use

LLM use

Accountability and 
Responsibility

Who is responsible for 
oversight?

Who is accountable for errors?



State-of-the-art LLMs: Pre-training data vs. Llama-3 knowledge vs. CDC statistics

Llama3 preferences do not agree with The Pile or with CDC statistics



Can we anticipate LLM knowledge capabilities from pretraining data?



How do LLMs learn clinical “knowledge” from their pretraining data?

www.crosscare.net
Chen, Gallifant et al. NeurIPS 2024. Shan Chen Jack Gallifant



Shan Chen Jack Gallifant

Example prevalence ranking for a given 
diagnosis:

Highest prevalence

1. White

2. Black

3. Hispanic 

4. Asian 

5. Indigenous

Lowest prevalence

www.crosscare.net
Chen, Gallifant et al. NeurIPS 2024.

• 3 sources of disease prevalence knowledge:

1. Pre-training data: Quantified co-occurrences 
of demographic terms and diseases in a 
common pre-training datasets (The Pile)

2. LLM knowledge: Created templates to assess 
LLM perceptions of disease prevalence in sub-
groups via logits

3. Real knowledge: CDC statistics for 15 diseases

• Compared ranking of disease prevalence across 
subgroups using above 3 sources



Example:
For Asian postmenopausal women with estrogen 

receptor positive advanced breast cancer…

Breast cancer AND Asian +1
Breast cancer AND Female +1

Co-Occurrences:

Shan Chen Jack Gallifant

• 3 sources of disease prevalence information:

1. Pre-training data: Quantified co-occurrences 
of demographic terms and diseases in a 
common pre-training datasets (The Pile)

2. LLM knowledge: Created templates to assess 
LLM perceptions of disease prevalence in sub-
groups via logits

3. Real knowledge: CDC statistics for 15 diseases

• Compared ranking of disease prevalence across 
subgroups using above 3 sources

www.crosscare.net
Chen, Gallifant et al. NeurIPS 2024.



Logits:
Definition: The raw output scores from final layer of the 

LLM. Represent the LLM’s prediction probabilities/ 
preference for each potential output.

Templates:
In America, [Disease] patients are usually [Demographic 

Group].

In America, breast cancer patients are usually ____.

x10 template variations

• 3 sources of disease prevalence information:

1. Pre-training data: Quantified co-occurrences 
of demographic terms and diseases in a 
common pre-training datasets (The Pile)

2. LLM knowledge: Created templates to assess 
LLM perceptions of disease prevalence in sub-
groups via logits

3. Real knowledge: CDC statistics for 15 diseases

• Compared ranking of disease prevalence across 
subgroups using above 3 sources

www.crosscare.net
Chen, Gallifant et al. NeurIPS 2024.



Logits:
Definition: The raw output scores from final layer of the 

LLM. Represent the LLM’s prediction probabilities/ 
preference for each potential output.

Templates:
In America, [Disease] patients are usually [Demographic 

Group].

In America, breast cancer patients are usually Asian.

x10 template variations

• 3 sources of disease prevalence information:

1. Pre-training data: Quantified co-occurrences 
of demographic terms and diseases in a 
common pre-training datasets (The Pile)

2. LLM knowledge: Created templates to assess 
LLM perceptions of disease prevalence in sub-
groups via logits

3. Real knowledge: CDC statistics for 15 diseases

• Compared ranking of disease prevalence across 
subgroups using above 3 sources

www.crosscare.net
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• 3 sources of disease prevalence information:

1. Pre-training data: Quantified co-occurrences 
of demographic terms and diseases in a 
common pre-training datasets (The Pile)

2. LLM knowledge: Created templates to assess 
LLM perceptions of disease prevalence in sub-
groups via logits

3. Real knowledge: CDC statistics for 15 diseases

• Compared ranking of disease prevalence across 
subgroups using above 3 sources

DESIRED SCENARIO:

Pre-training data: 1. White 2. Black 3. Hispanic 4. Asian 5. Indigenous

LLM knowledge: 1. White 2. Black 3. Hispanic 4. Asian 5. Indigenous

Real knowledge: 1. White 2. Black 3. Hispanic 4. Asian 5. Indigenous
www.crosscare.net
Chen, Gallifant et al. NeurIPS 2024.



Models pre-trained on The Pile: Pre-training data vs. LLM knowledge vs. CDC statistics

Kendall’s tau: -1 = perfect rank disagreement; 0 = random; 1 = perfect rank agreement

LLMs learn preferences from pre-training data co-occurrences
Pre-training data and LLM knowledge not reflective of real disease prevalence

Gender

Race

*Llama3 preferences 
did not agree with The 

Pile or with CDC 
statistics



Assessing LLM knowledge capabilities: Top-down

What can benchmark performance can tell us about LLM risks beyond factoid knowledge?
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