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Instructions: Do 7 of the 8 problems for full credit. Include

all work. Write your student ID number, and problem number on
every page.



. Let 8 = (ug,ug,...,u,), n > 2, be a basis for a vector space V over the complex
numbers, and define another vector u,.; = u; + us + ... + u,. Prove that for each
vector x in V' there exist unique scalars cy, co, ..., ¢pq such that ¢y +co+... 4 ¢ =1
and x = ciuy + coUs + ... + Cpi1Unit.

. Let V be a vector space, and 1" be a linear operator on V such that T'oT" = T. Prove
that KerT'=Im(/ —T) and V =Ker T& Im T

. Let V be an n-dimensional vector space over the real numbers, and let 7" be a linear
operator on V' with n distinct eigenvalues.

(a) Prove: If X is a linear operator on V such that TX = XT then X is diagonal-
izable.

(b) Let T be invertible and let Y be a linear operator on V such that YT = T-Y.
Prove that the operator Y? is diagonalizable, and give an example to show that
it is possible that Y is not diagonalizable in V.

. Let
1 0 a b
01 0 O
A= 0 ¢ 3 =2
0 d 2 —1

(a) Determine conditions on a, b, ¢, and d so that there is only one Jordan block
for each eigenvalue of A in the Jordan canonical form of A.

(b) Suppose now a = c¢=d =2 and b = —2. Find the Jordan canonical form of A.
1

3
0

. Let A=

—_ = = =

(a) Find a reduced QR factorization of A by the Gram-Schmidt process.
(b) Use the QR factorization from (a) to find the least squares fit by a linear function
for (1,—2), (—2,0), (3,2) and (0,3).

. Suppose that A = (a;;) € C"*" is normal, i.e., AA* = A*A. Show that if A is also
upper triangular, it must be diagonal. Use this to show that A is normal if and only
if it has n orthonormal eigenvectors.

Hint: You may use the Schur decomposition.

. Suppose that A € R™*", Let A = UXVT be the SVD of A, U € R™™ V ¢ R**",
¥ =diag(oy, ...,0p) € R™*" and p = min{m,n}.



(a) Determine ||A||, using the SVD of A.
(b) Determine an eigendecomposition of AT A in terms of the SVD of A.
(c) Determine an eigendecomposition of AAT in terms of the SVD of A.

3
(d) Let A= | 0
4
(i) Find the singular values and singular vectors of A. (Hint: use (b) and (c)).
(ii) Express A as the SVD form A = ULV,

8. Let A € C™ " be nonsingular. Let A = Q1 R; be a QR decomposition of A, and for
k > 1 define inductively AQy = Qr+1Rrr1, a QR decomposition of AQy.

(a) Prove that there exists an upper triangular matrix Uy such that Q; = A*Uj, and
a lower triangular matrix Lj, such that Q = (A*)7*L,.

(b) Suppose limy .., R = Ro and limy_,o, Q = Qo exist. Determine the eigenval-
ues of A in terms of R.,.



